MCB 131, Spring 2017: Computational Neuroscience
Syllabus and Bibliography 
     Introduction 
· Contemporary Challenges for Computational Neuroscience 
I. Early Sensory Computation
· Sensory representations and efficient coding theory. 
· Shannon Information and sensory processing.  
· Compressed sensing and sparse coding.
· Applications to visual processing
II. Learning in Neuronal Networks
· Simple learning rules: Hebb plasticity and its variants
· Supervised learning in linear systems 
· Perceptrons and Support Vector Machines 
· Learning in the Cerebellum and Cortex
III. Deep Neuronal Networks
· Perceptual invariances and perceptual manifolds
· Deep Learning in AI systems 
· Principles of computation in deep neural architectures

IV. Bayesian Computation and Reinforcement Learning 
· Neural models of decision-making 
· Bayesian decision and inference 

· Reinforcement Learning: theoretical foundations
· RL in the brain and in AI systems

V: Neuronal Circuits: Dynamics and Computation
· Principles of circuit dynamics. 
· Long term memory in recurrent neural networks
· Continuous attractors, working memory, and spatial navigation
· Chaos and computation in neuronal circuits 

Assignments: Final grade will be based on homework (60%) and a take-home final exam (40%)
