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Gradient Descent optimization
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Minima
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Besout theorem
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Remarks

This is similar to systems of linear
equations
For the size of N N tooday isolated
solutions is very high protons universe
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Because M s N the
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What about all minima
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These are M equations in M unknowns

If f glynomial the equations are
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in general not degenerate

This
global solutions are degenerate

local minima are not degenerate
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For the next step 1 need to establish

similarity between S G D and Langevin
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where d Bt is the derivative of the Brownian
motion that is zero mean white noise with

Gaussian statistics

SGD is similar to GDL in suirulations and
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Let us speak about GDL which is a S DE
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The conclusion is that the prob solution

of GDL prefers with high probability
degenerate minima Together with

Besout conclusions this implies
that GDL prefers global minima

vs local ones Because of GD Lr SGD

This is valid also for SGD



The last point in thus class which is also

a harbinger of next class is about the

structure of the solutions of G D with

square loss in the overyarametriaed seise

The dynamical system is
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if H is p d then stability But
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valleys as repeated four Behour analysis


