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Abstract

The claim is that compositional sparsity of the underlying target function, which corresponds to the
task to be learned, is the key principle underlying machine learning. Under restrictions of smoothness
of the constituent functions, sparsity of the compositional target functions naturally leads to sparse
deep networks that allow approximation, optimization and generalization. This is the case of CNNs, in
which the known sparse graph of the target function is reflected in the architecture of the network. It is
a reasonable conjecture that transformers are able to implement a flexible version of sparsity (selecting
which input tokens interact in the MLP layer), through the self-attention layers, when the target function
is unknown.

Surprisingly, the assumption of compositional sparsity of the target function is not restrictive in
practice, since for computable functions with Lipschitz continuous derivatives compositional sparsity is
equivalent to efficient computability, that is computability in polynomial time.

This material is based upon work supported by the Center for Brains,
Minds and Machines (CBMM), funded by NSF STC award CCF-1231216.



1 Introduction
We still do not understand why deep networks work. Until recently this question could have been
be rephrased as a question about why CNNs work so well. In the meantime, other architectures,
especially transformers, also show amazing performance. Is there a common principle at the core of
these successful neural network architectures? In the following, I describe a framework built around a
specific principle that, I conjecture, must underlie most of deep learning.

This note is thus about foundations ofML, connecting the avoidance of the curse of dimensionality in
the approximations of certain function classes with their computability – establishing an unusual bridge
between computability and approximation. The main result is that for smooth functions – functions with
Lipschitz continuous first derivatives – compositional sparsity is equivalent to efficiently computability,
that is, they can be approximated in polynomial time (we use here efficient to mean non-exponential).
The result implies that all smooth functions are – in "practice” – compositionally sparse. It also says
that associated good parametric and constructive approximators are deep sparse RELU networks. In a
sense, compositionally sparse functions are a universal function class and sparse RELU networks are
the associated class of universal approximators.

2 Sparse functions and computable functions
Let us first define an interesting class of sparse functions, that is sparse compositional functions that are
the composition of sparse constituent functions. This class is interesting for approximation theory: in
fact the assumption of sparse target functions has appeared often in the recent approximation literature
(see [1, 2, 3, 4, 5]).

Definition 1. A sparse compositional function of d variables is a function that can be represented as the
composition of no more than poly(d) sparse functions, each depending on ≤ d0 variables with d0 < d.

Let us now provide a specific version for this paper of the definition of a computable function. There
are various notions of computability on the reals. The simplest is Borel-Turing computability. As shown
very recently, they all have problems (see [6, 7]) in the sense that several interesting functions on the
reals are not always computable (such as the pseudoinverse). Here we bypass this issues and consider
functions that are computable by an appropriate machine. Our focus is whether such functions, that
are computable, are or not computable in polynomial time.

Definition 2. A real-valued continuous function f : Rd → Rk is computable if there is a procedure or
algorithm that correctly calculates a parametrized sequence of constructive computable approximations
(e.g. by RELU networks) fn to f , each depending on n parameters, with desired errors ≤ ϵn in the sup
norm; a special case is when it is computable in polynomial time/space in d.

As emphasized by H. Mhaskar, just the degree of approximation theorem is too crude a tool to use -
one has to add that the approximation must be constructive, based on values of the target function.
Otherwise, as shown in [8] where for the first time both dimension independent as well as constructive
bounds for the same class of functions are proven), ReLU networks can achieve dimension independent
bounds, obviating the need to have deep networks from the point of view of degree of approximation
alone.

Definition 2 has a deep motivation in the classical framework of machine learning. In the theory of
ML, the first conceptual step is to define parametric approximators of the class of functions to be learned.
Examples of approximators are generalized additive models, polynomials and deep RELU network. We
want approximators to a class of functions, which should be as large as possible. Furthermore, we want
the parametric approximators to be efficiently computable, to ensure that optimization on the training
data is possible. In particular, this means that the number of parameters in the approximators cannot
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be exponential in d: in other words, the approximators must avoid the curse of dimensionality. We
call this requirement efficiently computable approximation, in short efficient computability. It is equivalent
to requiring that the computation of the approximator by a Turing machine should not have worse
complexity than poly(d). Recall that approximation of a generic continuous function using multivariate
polynomials of degree k has exponential complexity O(kd). Notice that evaluation at points of f and
even continuity of f are not enough to ensure a meaningful approximation, defined as a convergent
sequence of approximating fn that converges to f 1.

2.1 Equivalence of computability and compositional sparsity
Consider smooth real-valued functions in d variables, that is functions with Lipschitz continuous first
derivatives. The MP theorem (see Appendix) shows that such functions are efficiently computed
by deep RELU networks. The converse follows from the observation that an efficiently computable
function can be computed by a Turing machine which computes a composition of sparse functions.
The following theorem holds (see Appendix 6.1 for a proof):

Theorem 1. For computable functions with Lipschitz continuous first derivatives, compositional sparsity
is equivalent to poly(d) computability.

The restriction to computable functions in the theorem is to avoid the problem that several functions
on the reals are not computable according to standard definitions [7] (the first, but not only, issue here
is that real numbers are not computable). An alternative way that avoids the issue of computability of
functions on the reals is to work with Boolean functions throughout, replacing the MP theorem with
its Boolean version, as sketched in section 6.7.1.

Without the assumption of smooth target functions, which is equivalent to smooth constituent
functions for a compositional function, there is no equivalence between compositional sparsity and
computability. The Appendices discuss the situation.

One of the main implications of theorem 1 is that in practice all functions may be approximated
by an appropriate neural network without curse of dimensionality. This, in turn, provides theoretical
foundations for

1. using deep sparse networks in rather general learning tasks where the parametric approximation
is optimized by training on a training set;

2. using sparse tensor representations such as the Hierarchical Tucker format [9, 10] in representing
rather generic functions.

3 Learning theory: compositional sparsity leads to order-of-magnitude
better generalization

The theorems above imply that deep, sparse RELU networks can be used for training, that is for
optimization of the function class wrt given data and a chosen loss function. The optimized network
may or may not generalize well. The next question provides some light on this issue, independently of
whether the optimization is in the underparametrized or overparametrized case. The latter is more
relevant for current usage.

It is possible to prove that sparsity of a network approximating a (sparse) target function reduces
its complexity by orders of magnitude. In particular, the following result holds [11]
Theorem 2. (informal) The Rademacher complexity of a deep overparametrized network is much smaller
for convolutional layers with a local kernel than for a dense layers: if the kernel has dimensionality k and the
dimensionality of the layer is n, then the contribution of the layer to the Rademacher complexity of the network is√

k
n∥W∥ instead of ∥W∥, where ∥W∥ is the Frobenius norm of the layer weight matrixW .

1Classical analysis suggests that this in turn can be guaranteed by compactness, that is, equicontinuity, that is, uniformly
bounded derivatives of the target functions.
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In complete analogy with the approximation result the key property here is locality of the convolu-
tion kernel (k << n) and not weight sharing. In a somewhat similar way, I conjecture that lower rank of
the weight matrices (dense or convolutional) can improve generalization. Notice that an equivalent
result for underparametrized networks follows directly from considerations of VC dimension (see
Appendix, section 8 in [12]). The novelty here is to show that sparsity can lead to generalization in the
overparametrized case, when weight decay, that is regularization, is present2.

4 Optimization and open questions
4.1 The sparse graph is known: CNNs
In the underparametrized case, recent work (see for instance [2]) has shown that an optimal tradeoff
between approximation and generalization error can be achieved, assuming that optimization finds
a good minimum. In the much more interesting overparametrized square loss case, generalization
depends on solving a sort of regularized ERM, that consists of finding minimizers of the empirical risk
with zero loss, and then select the one with lowest complexity [14]. Recent work [11] has provided
theoretical and empirical evidence that this can be accomplished by SGD provided that the following
conditions are satisfied:

1. the sparse function graph of the underlying regression function is assumed to be known and to
be reflected in the architecture of the approximating network;

2. the network is overparametrized allowing zero empirical loss;
3. the loss function is the regularized (e.g. with weight decay) square loss (or an exponential loss)

function.

Thus the conjecture is that this optimization problem can be solved by SGD if the graph of the
underlying regression function is known and takes the form of a compositionally sparse graph, such as, for
instance, a convolutional network.

Empirical evidence suggests that for dense networks that do not reflect the sparse graph the same
problem cannot be solved using ℓ2 minimization. Sparsity must be explicit in the architecture of the
network for ℓ2 minimization to work. Theoretical and empirical evidence points in the same direction:
generalization bounds are several orders of magnitudes better for CNNs than for dense networks and
close to be non-vacuous for CNNs (and presumably for other sparse networks).

The performance of trained neural networks is robust to harsh levels of pruning3. This empirical fact
supports the hypothesis that the network should reflect the sparsity of the underlying target function.
However, ℓ2 optimization cannot attain sparsity by itself, since it preserves very small weights that
should in fact be zero. Appendix 6.9 is about pruning and related issues. Empirically it seems that the
graph of the target function needs to be known approximately. I conjecture that it is sufficient that the
sparse network contains as a subgraph the target function graph.

The conclusion is that if the sparse graph is known and approximately implemented in the architec-
ture of the network minimization in either ℓ2 or ℓ1 should work. A conjecture may be

Conjecture 1. If the sparse graph of the target function is reflected in the network and zero loss is attained
then both ℓ1 and ℓ2 minimization lead to solutions with good expected error.

In addition, it is likely that ℓ1 minimization – when successful – can lead to pruned networks wrt ℓ2
optimized networks.

2And even without weight decay under appropriate conditions that induce small ρ – which is the product of the Frobenius
norm of the weight matrices [13].

3Coupled with the ever-growing size of deep learning models, this observation has motivated extensive research on learning
sparse models.
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Figure 1: The network here – similar to a CNN – reflects in a "hardwired" way the sparse compositional function
graph of the target function. The function graph is supposed to be known.

4.2 The sparse graph is unknown
The second part of the argument is about the case of unknown function graph and sparsity constraints
in optimization. I propose the conjecture that when the sparse graph structure of the underlying
regression function is not known, optimization with sparsity constraints is needed. In particular, two
situations should be considered. The first main one is focused on dense networks under sparsity
constraints, the second on transformers.

4.2.1 Dense networks optimized under sparsity constraints

For dense networks it is known that a CNN-like inductive bias can be learned from data and through
training by using a modified ℓ1 regularization. Consistent with this empirical finding, pruning of a
dense network by using iterative magnitude pruning (IMP) also seems to work.

4.2.2 Self-attention as flexible sparsity

For transformers a key question is: how does self-attention find the sparse set of tokens that are input
to a processing node (that is are the variables of a constituent function)? I propose the conjecture that
self-attention selects, for each token, the relevant other tokens in the sequence, that is a flexible node of
a hardwired CNN network. An equivalent formulation is

Conjecture 2. Self-attention in a transformer selects a sparse subset of variables (e.g. tokens) for each
RELU unit, trying to mimic the compositional sparsity of the underlying target function.

This conjecture leaves open the interesting question of whether self-attention can deal with all
compositionally sparse functions. A more likely possibility is that not all sparse functions are easy to
learn by transformers.

The matrices WQ and WK that are set during the training time in such a way that A = QKT –
with Q = xWQ, K = xWK – may be together somewhat similar to a learned Malanhobis distance.
In Appendix 6.10 the normalized softmax HD(x) = xH(x) (withH being a threshold on x) induces
sparsity in the selection of "active" connections, preferring only a small number of very similar token
– where the similarity is tuned via the learnedWH ,WQ matrices. After the attention step, there is a
one-layer dense network on the linear combination of a few tokens – this is very similar to the node of
a convolutional network, but with soft-wired connections instead of hard-wired.

5



Figure 2: Here attention (followed by a one-layer RELU network) selects for each input token its connections
to other tokens, efficiently instantiating a network that reflects a compositionally sparse function graph. Each
input here is a token, that is a vector, such as a patch of an image. The "A" box is the self-attention algorithm; the
RELU circle represents a one-layer NN.

5 Summary
This paper introduces a theoretical framework to explain why deep networks work and what are the
properties of different architectures.

The key claim is about the world, that is about the tasks that networks could try to learn. The claim
is that all functions that in practice can be approximated/computed must have a representation with
the property of compositional sparsity, that is they can be represented as compositional functions with
a function graph comprising constituent functions – each with a bounded, "small" dimensionality. The
connection with deep networks depends on a conjecture stating that for functions with bounded first
order derivatives computable approximation is equivalent to compositional sparsity.

Consider now sparse networks: if each unit in a certain layer of a deep network receives inputs from
only a small subset of the units below, the corresponding weight matrix is sparse, with several zero
components in each row. Somewhat surprisingly, sparsity of the network is a key property for good
generalization. An interesting case of this sparsity is represented by convolutional layers with a local
kernel. The following property then holds: the Rademacher complexity of a deep network is much smaller
for convolutional deep networks with local kernels, relative to dense networks. In complete analogy with the
approximation result the key property here is locality of the convolution kernel and not weight sharing.
In a similar way, lower rank of the weight matrices can improve generalization bounds.

From the point of view of optimization, two main cases should be considered: 1) the sparse graph of
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the underlying target functions is known, 2) the sparse graph is unknown.

1. In the overparametrized square loss case, generalization depends on solving a sort of regularized
ERM, that consists of finding minimizers of the empirical risk with zero loss, while selecting the
one with lowest complexity. Recent work has provided theoretical and empirical evidence that
this can be accomplished by SGD (with norm regularization under the square loss or without
regularization under an exponential loss) with weight decay in the overparametrized case when
the network architecture reflects the sparse graph of the target function. This implies that this
optimization problem can be solved if the graph of the underlying regression function is known
and takes the form of a compositionally sparse graph, such as, for instance, a convolutional network.
Empirical (and perhaps theoretical) evidence shows that for dense networks the same problem
cannot be solved using ℓ2 minimization. Sparsity must be explicit in the architecture of the
network for ℓ2 minimization to work.

2. The second part of the theory is about the case of unknown function graph and sparsity constraints
in optimization. In particular, two situations should be considered. The main one is focused on
transformers, the second on dense networks under sparsity constraints.
For transformers the conjecture is that the self-attention layer finds the sparse graph structure
of the underlying regression function. I will show that the stages of self-attention and MLP
with normalization and residual connections can be seen as a sparsification step followed by a
one-layer MLP.
For dense networks it is known that a CNN-like inductive bias can be learned from data and
through training by using a modified ℓ1 regularization. Consistent with this empirical finding,
pruning of a dense network by using iterative magnitude pruning (IMP) also works.

SummaryWhy do deep networks work as well as they do? The answer I propose here is that
certain deep architectures – such as CNNs and transformers – exploit a general property of all
efficiently computable smooth functions: their compositional sparsity.

Acknowledgments I thanks Fabio Anselmi, Sophie Langer, Tomer Galanti, Akshay Rangamani, Shimon
Ullman, Yaim Cooper, Gitta Kutyniok, and the Compositional Sparsity (CoSp) Collaboration (Santosh Vempala,
Hrushikesh Mhaskar, Eran Malach, Seth Lloyd) for illuminating discussions. This material is based upon work
supported by the Center for Minds, Brains and Machines (CBMM), funded by NSF STC award CCF-1231216.
This research was also sponsored by grants from the National Science Foundation (NSF-0640097, NSF-0827427),
AFSOR-THRL (FA8650-05-C-7262) and Lockeed-Martin.
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6 Appendices
6.1 Proof of Theorem 1
Consider smooth real-valued functions in d variables, that is functions with Lipschitz continuous first
derivatives. TheMP theorem (see Appendix 6.5) shows that the compositionally sparsity of computable
functions implies their efficient computability by deep RELU networks, assuming computability of the
latter.

For the converse assume that a function is efficiently computable by a Turing machine. This means
that the function can be represented by the composition of at most a polynomial number of sparse
functions, each corresponding to the basic read-write step in a Turing machine.

6.2 Compositionality and sparsity
6.2.1 All continuous function are compositionally (non-smooth) sparse

An obvious question is how "big" is the class of compositionally sparse functions wrt the class of all
continuous functions (all functions are trivially compositional, since every function can be composed
with the identity function). An answer for continuous functions was given by the solution of Hilbert’s
thirteen problem due to Kolmogorov and Arnold [15, 16, 17]: every continuous functions can be
represented exactly as a compositions of poly(d) functions of one variable, that is as the composition of
sparse functions.
Theorem 3. All continuous functions are compositionally sparse, that is they have an exact representation in
terms of sparse non-smooth constituent functions.

In this representation, the constituent functions are very non-smooth, that is s = 0. Appendix 6.4
has more information. This fact implies that the Kolmogorov-Arnold representation is not efficiently
computable in the sense that continuous functions cannot be approximated with non-exponential rates.

6.2.2 Compositional S-sparsity implies computable approximation

Let us first define smooth sparse functions.

Definition 3. A S-sparse (e.g. smoothly sparse) compositional function of d variables is a sparse
compositional function with constituent functions that have bounded first derivatives.

With this definition, we can then reformulate the MP theorem (see Appendix) as

Theorem 4. Compositionally S-sparse functions are efficiently computable.

6.2.3 Computable approximation is not equivalent to S-sparsity

Networks with non-smooth RELU can approximate arbitrarily well S-sparse functions. They are
compositionally sparse but not smooth. Thus one can imagine, in a theorem such as d’Arzela’-Ascoli,
that there is a sequence of sparse compositional fn – provided by RELU networks – converging to a
smooth compositionally sparse f without the fn being smooth themselves! CAN THIS BE TRUE?

6.3 Are computable functions compositionally sparse?
Let us state an obvious conjecture.
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Conjecture 3. Functions with an efficiently computable approximation are compositionally sparse.

If the above were true the story would take the following form

Conjecture 4. Compositional S-sparse functions have an efficiently computable approximation; functions
with an efficiently computable approximation are compositionally sparse.

This would mean that the class of computable functions is larger than the class of functions for
which we can guarantee efficient approximation.

6.3.1 Remarks

• The curse of dimensionality bound is tight, see Pinkus [18] comments about Maiorov’s results.
• All functions have a compositional representationwhich is not unique, since, in general, a function

admits more than one compositional graph representation.
• A definition of sparse compositional functions must include an implicit or explicit constraint on

the number of nodes in the associated DAG, that is on the number of constituent functions. In
the specific example of a binary tree graph the depth of the graph increases only logarithmically
as the dimensionality d increases.

• The curse of dimensionality holds not only for real-valued continuous functions but also for
Boolean functions. A specific constructions of relevant Boolean functions is discussed in the
Appendix (see 6.8.1 and [12]).

• Because of theorem 8 (see also [12]) all compositionally S-sparse, continuous, real-valued func-
tions can be approximated by a Boolean compositionally sparse function.

• Computable by a Turing machine usually doesn’t assume polynomial time/space complexity, but
the term efficiently computable used in this paper implies polynomial time/space requirements.

• All compositionally S-sparse functions are efficiently computable by a Turing machine and admit
an efficient approximator in terms of a deep RELU network with an architecture reflecting the
sparse function graph.

• Efficient approximation can be thought of as the computation by a Turing machine of a Boolean
function. Such a Boolean function is the composition of the Boolean functions that approximate
the constituent functions. The complexity of the resulting function is at most O(poly(d)).

• Observe that a non-sparse continuous function f : R1000 → N requires a memory of up to
> 101000 bits, larger than the number of protons in the Universe, which is in the order of 1080. A
classical example is a dense polynomial in d dimensions of arbitrarily high degree.

• There are (compositional) functions with constituent functions that are not smooth and are
efficiently computable. An example of such functions are the Boolean functions that are ultimately
used in a Turing machine to represent (and approximate) a continuous smooth function. Another
example of (compositional) functions with constituent functions that are not smooth are some
of the functions in the Takagi class (see Appendix). Furthermore, deep RELU networks are
compositionally sparse but non smooth functions.

• Stability of the approximation in probability wrt perturbations of the inputs seems an important
requirement for any function and its approximation. This seems to imply smoothness of the
constituent functions when they are continuous.
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6.4 Kolmogorov’s theorem[15]
Theorem 5. (Kolmogorov, 1957; see also [19]). There exist fixed (universal) increasing continuous functions
hpq(x), on I = [0, 1] so that each continuous function f on Id can be written in the form

f (x1, . . . , xd) =

2d+1∑
q=1

gq

(
d∑

p=1

hpq (xp)

)
,

where gq are properly chosen continuous functions of one variable.

This result asserts that every multivariate continuous function can be represented by the superposi-
tion of a small number of univariate continuous functions. In terms of networks this means that every
continuous function of many variables can be computed by a network with two hidden layers, whose
hidden units compute continuous functions (the functions gq and hpq ).

The interpretation of Kolmogorov’s theorem in term of networks is very appealing: the representa-
tion of a function requires a fixed number of nodes, polynomially increasing with the dimension of the
input space. Unfortunately, these results are somewhat pathological and their practical implications
are very limited. The problem lies in the inner functions of Kolmogorov’s formula: although they are
continuous, theorems of Vitushkin and Henkin [20] prove that they must be highly non-smooth. One
could ask if it is possible to find a superposition scheme in which the functions involved are smooth.
The answer is negative, even for two variable functions, and was given by [21] with the following
theorem:
Theorem 6. (Vitushkin 1954). There are r(r = 1, 2, . . .) times continuously differentiable functions of n ≥ 2
variables, not representable by superposition of r times continuously differentiable functions of less than n
variables; there are r times continuously differentiable functions of two variables that are not representable by
sums and continuously differentiable functions of one variable.

6.5 MP theorem
An interesting, specific pair (function class, approximator) can be given in terms of the class of
compositional smooth functions and of deep RELU networks. In fact, the following theorem by
Mhaskar and Poggio [22] shows that functions that are compositionally S-sparse can be approximated
arbitrarily well by deep, sparse RELU networks with poly(d) parameters. The motivation for the result
was the classical curse of dimensionality: an upper bound on the number of parameters needed for
approximation of a continuous function supported on a compact domain of Rd isW = O(ϵ−

d
s ), where

ϵ is the approximation error and s – the number of bounded derivatives – is a a measure of smoothness
of the function with s ≥ 1. The curse can be avoided by shallow or deep networks if s is large and
in particular if s grows with d. The curse can also be avoided by deep networks, but not by shallow
ones, if the function is compositionally S-sparse, that is if the function graph is such that each constituent
function has low effective dimensionality4.
Theorem 7. Let G be a DAG,n be the number of source nodes, and for each v ∈ V , let dv be the number of
in-edges of v. Let f : Rn 7→ R be a compositional G-function, where each of the constituent functions is in the
Sobolev spaceW dv

mv
. Consider shallow and deep networks with infinitely smooth activation function. Then deep

networks - with an associated graph that corresponds to the graph of f – avoid the curse of dimensionality in
approximating f for increasing n, whereas shallow networks cannot directly avoid the curse. In particular, the
complexity of the best approximating shallow network is exponential in n

Ns = O
(
ϵ−

n
m

)
,

wherem = minv∈V mv , while the complexity of the deep network is

Nd = O

∑
η∈V

ϵ−dv/mv

 .

tpKill
4I use the term compositional sparsity following [1] instead of another equivalent term we used earlier: hierarchical composition-

ality.

12



6.6 Tagaki class of functions (from [23])
Here are examples of functions F that are well approximated by ReLU networks. For the most part,
these functions cannot be well approximated by standard approximation families. Let us recall that
functions of the form

F =
∑
k≥1

tkg
(
ψ◦k) , |t| < 1, (1)

with ψ : [0, 1] → [0, 1] and g : [0, 1] → R, provide primary examples of self similar functions and
dynamical systems. If g ∈ ΥW1,ℓ and ψ ∈ ΥW2,ℓ, withW1 +W2 =W , Proposition 4.4 in [23] implies
that the partial sum Sm :=

∑m
k=1 t

kg
(
ψ◦k) belongs to ῩW,ℓ(m+1) ⊂ Ῡℓ(m+1). Therefore, in this case,

the function F defined via 1 is approximated by the partial sum Sm with exponential accuracy by ReLU
networks, that is

σℓ(m+1)(F,Υ)C[0,1] ≤ Ctm+1, |t| < 1.

Now, we consider a special class of functions. For this purpose, we recall that the hat function
H ∈ Υ2,1 and its k-fold composition H◦k := H ◦H ◦ · · · ◦H , according to the composition property
belongs to Υ2,k. The collection of all such functions is called the Takagi class. It contains a number of
interesting and important examples.

For instance the Takagi function
T :=

∑
k≥1

2−kH◦k

can be approximated with exponential accuracy by ReLU networks with roughlyW 2m parameters.
However, T is nowhere differentiable and so it has very little smoothness in the classical sense. This
means that all of the traditional methods of approximation will fail miserably to approximate it. Note
that the function T has self similarity, in that it satisfies a simple refinement equation. Other functions
in the Takagi class do not satisfy a Lipschitz condition of any order and yet they can be approximated
to exponential accuracy by RELU networks. Many functions from the Takagi class are fractals, in the
sense that the Hausdorff dimension of their graph is strictly greater than one. The main point to draw
from these examples is that the approximation classes corresponding to RELU networks contain many
functions which are not smooth in any classical sense.

6.7 Boolean functions
One of themost important tools for theoretical computer scientists for the study of computable functions
is the study of Boolean functions, that is functions of n Boolean variables. A key tool here is the Fourier
transform over the Abelian group Zn

2 . This is known as Fourier analysis over the Boolean cube
{−1, 1}n. The Fourier expansion of a Boolean function f : {−1, 1}n → {−1, 1} or even a real-valued
Boolean function f : {−1, 1}n → [−1, 1] is its representation as a real polynomial, which is multilinear
because of the Boolean nature of its variables. Thus for Boolean functions their Fourier representation
is identical to their polynomial representation. Unlike functions of real variables, the full finite Fourier
expansion is exact, instead of an approximation. There is no need to distingush between trigonometric
and real polynomials. Most of the properties of standard harmonic analysis are otherwise preserved,
including Parseval theorem. The terms in the expansion correspond to the various monomials; the low
order ones are parity functions over small subsets of the variables and correspond to low degrees and
low frequencies in the case of polynomial and Fourier approximations, respectively, for functions of
real variables.

6.7.1 Boolean Functions and Sparsity

The curse of dimensionality holds not only for real-valued continuous functions but also for Boolean
functions (see discussion in [12]). The following theorem states that compositionally sparse Boolean
functions avoid the curse.
Theorem 8. Let G be a DAG,n be the number of source nodes, and for each v ∈ V , let dv be the number of
in-edges of v. Let f : {1,−1}n 7→ R be a compositional G-function, where each of the constituent functions
is a function g in dv Boolean variables, g : {1,−1}d 7→ {1,−1}. Consider shallow and deep networks with a
RELU activation functions or a hard threshold. Then deep networks - with an associated graph that corresponds
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to the graph of f - can avoid the curse of dimensionality in approximating f for increasing d, since the number of
required parameters is ∝ O(poly(d))(maxvdv).

The converse results from the observation that the Fourier representation of a Boolean function
in d variables can have up to N non-zero monomials where N =

(
2d
d

)
= 2d!

d!d! . Thus N > 2d. Clearly
a Boolean functions with all non-zero monomials is not efficiently computable. In fact the following
holds
Theorem 9. All efficiently computable Boolean functions are compositionally sparse, that is they can be repre-
sented as the composition of a≤ poly(d) number of constituent functions with a bounded "small" dimensionality.

Combining the previous two theorems we obtain the following
Theorem 10. For Boolean functions, efficiently computable is equivalent to compositionally sparse.

6.8 Spline approximations, Boolean functions and tensors
Consider the case of a multivariate smooth function f : [0, 1]d → R. Suppose to discretize it by a set
of piecewise constant splines and their tensor products5. Each coordinate is efficiently replaced by n
boolean variables. This results in a d-dimensional table with N = nd entries. This in turn corresponds
to a Boolean function f : {0, 1}N → R.

• Every smooth function f can be approximated by an epsilon-close binary function fB . Binarization
of f : Rn → R is done by using k partitions for each variable xi and indicator functions. Thus
f 7→ fB : {0, 1}kn → R and sup|f − fB | ≤ ϵ, with ϵ depending on k and bounded Df .

• fB can be written as a polynomial (a Walsh decomposition) fB ≈ pB . It is always possible to
associate a pb to any f , given ϵ.

• One can think about tensors in terms of d-dimensional tables. The framework of hierarchical
decompositions of tensors – in particular the Hierarchical Tucker format – is closely connected
to our notion of compositionality. Interestingly, the hierarchical Tucker decomposition has
been the subject of recent papers on Deep Learning (for instance see [25]). This work, as well
more classical papers [10], does not characterize directly the class of functions for which these
decompositions are effective approximations. Notice that tensor decompositions assume that the
sum of polynomial functions of order d is sparse (see eq. at top of page 2030 of [10]). Our results
provide a rigorous grounding in terms of approximation theory for papers on tensors related to
deep learning. There is obviously a wealth of interesting connections with approximation theory
that should be explored.

6.8.1 On multivariate function approximation

Consider a smooth multivariate continuous function f : [0, 1]d → R discretized by tensor basis
functions:

ϕ(i1,...,id)(x1, ..., xd) :=

d∏
µ=1

ϕiµ(xµ), (2)

with ϕiµ : [0, 1] → R, 1 ≤ iµ ≤ nµ, 1 ≤ µ ≤ d
to provide

f(x1, ..., xd) =

n1∑
i1=1

· · ·
nd∑

id=1

c(i1, ..., id)ϕ(i1, ..., id)(x1, ..., xd). (3)

The one-dimensional basis functions could be polynomials (as above), indicator functions, poly-
nomials, wavelets, or other sets of basis functions. The total number N of basis functions scales
exponentially in d as N =

∏d
µ=1 nµ for a fixed smoothness classm (it scales as d

m).
5An argument similar to the one below for polynomials was used by Mhaskar[24] to show that a multivariate tensor product

spline can be synthesized exactly using a deep network with activation function (x+)2; with Yarotsky’s theorem, this can be
translated into deep networks with ReLU functions without incurring in saturation phenomena.
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We can regard neural networks as implementing some form of this general approximation scheme.
The problem is that the type of operations available in the networks are limited. In particular, most
of the networks do not include the product operation (apart from “sum-product” networks also
called “algebraic circuits”) which is needed for the straightforward implementation of the tensor
product approximation described above. Equivalent implementations can be achieved however. We
describe nest how networks with a univariate ReLU nonlinearity may perform multivariate function
approximation with a polynomial basis and with a spline basis respectively. The first result is known
and we give it for completeness. The second is simple but new.

Neural Networks: polynomial viewpoint One of the choices listed above leads to polynomial basis
functions. The standard approach to prove degree of approximations uses polynomials. It can be
summarized in three steps:

1. Let us denote with Hk the linear space of homogeneous polynomials of degree k in Rn and
with Pk =

⋃k
s=0 Hs the linear space of polynomials of degree at most k in n variables. Set

r =
(
n−1+k

k

)
= dimHk and denote by πk the space of univariate polynomials of degree at most k.

We recall that the number of monomials in a polynomial in d variables with total degree ≤ N

is (d+N
d

) and can be written as a linear combination of the same number of terms of the form
((w, x) + b)N .
We first prove that

Pk(x) = span(((wi, x))s : i = 1, · · · , r, s = 1, · · · , k (4)

and thus, with, pi ∈ πk,

Pk(x) =

r∑
i=1

pi((wi, x)). (5)

Notice that the effective r, as compared with the theoretical r which is of the order r ≈ kn, is
closely related to the separation rank of a tensor. Also notice that a polynomial of degree k in n
variables can be represented exactly by a network with r = kn units.

2. Second, we prove that each univariate polynomial can be approximated on any finite interval
from

N (σ) = span{σ(λt− θ)}, λ, θ ∈ R (6)

in an appropriate norm.
3. The last step is to use classical results about approximation by polynomials of functions in a

Sobolev space:
E(Bm

p ;Pk;Lp) ≤ Ck−m (7)

where Bm
p is the Sobolev space of functions supported on the unit ball in Rn.

The key step from the point of view of possible implementations by a deep neural network with
ReLU units is step number 2. A univariate polynomial can be synthesized – in principle – via the
linear combination of ReLUs units as follows. The limit of the linear combination σ((a+h)x+b)−σ(ax+b)

h
contains the monomial x (assuming the derivative of σ is nonzero). In a similar way one shows that
the set of shifted and dilated ridge functions has the following property. Consider for ci, bi, λi ∈ R the
space of univariate functions

Nr(σ) =

{
r∑

i=1

ciσ(λix− bi)

}
. (8)

The following (see Propositions 3.6 and 3.8 in [18]) holds
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Lemma 1. If σ ∈ C() is not a polynomial and σ ∈ C∞, the closure of N contains the linear space of algebraic
polynomial of degree at most r − 1.

Since r ≈ kn and thus k ≈ r1/n equation 7 gives

E(Bm
p ;Pk;Lp) ≤ Cr−

m
n . (9)

Neural Networks: splines viewpoint Another choice of basis functions for discretization consists
of splines. In particular, we focus for simplicity on indicator functions on partitions of [0, 1], that is
piecewise constant splines. Another attractive choice are Haar basis functions. If we focus on the binary
case, section 6.8.1 tells the full story that does not need to be repeated here. We just add a note on
establishing a partition.

Suppose that a = x1 < x2 · · · < xm = b are given points, and set ∆x the maximum separation
between any two points.

• If f ∈ C[a, b] then for every ϵ > 0 there is a δ > 0 such that if ∆x < δ, then |f(x)− Sf(x)| < ϵ for
all x ∈ [a, b], where Sf is the spline interpolant of f .

• if f ∈2 [a, b] then for all x ∈ [a, b]

|f(x)− Sf(x)| ≤ 1

8
(∆x)2maxa≤z≤b|f ′′(z)|

The first part of the Proposition states that piecewise linear interpolation of a continuous function
converges to the function when the distance between the data points goes to zero. More specifically,
given a tolerance, we can make the error less than the tolerance by choosing ∆x sufficiently small. The
second part gives an upper bound for the error in case the function is smooth, which in this case means
that f and its first two derivatives are continuous.

Boolean functions and curse of dimensionality The classical curse of dimensionality result is based on
polynomial approximation. Because of the n-width result other approaches to approximation cannot
yield better rates than polynomial approximation. It is, however, interesting to consider other kinds of
approximation that may better capture what deep neural network with the ReLU activation functions
implement in practice.

A network with non-smooth ReLU activation functions can approximate any continuous function.
A weakness of this results wrt to other ones is that it is valid in the L2 norm but not in the sup norm.
This weakness does not matter in practice since a discretization of real number, say, by using 64 bits
floating point representation, will make the class of functions a finite class for which the result is valid
also in the L∞ norm. The logic of the argument is simple:

• Consider the constituent functions of a compositional function with a function graph given by a
binary tree, that is functions of two variables such as g(x1, x2). Assume that g is Lipschitz with
Lipschitz constant L. Then for any ϵ it is possible to set a partition of x1, x2 on the unit square
that allows piecewise constant approximation of g with accuracy at least ϵ in the sup norm.

• We show then that a multilayer network of ReLU units can compute the required partitions in
the L2 norm and perform piecewise constant approximation of g.

Notice that partitions of two variables x and y can in principle be chosen in advance yielding a
finite set of points 0 =: x0 < x1 < · · · < xk := 1 and an identical set 0 =: y0 < y1 < · · · < yk := 1. In
the extreme, there may be as little as one partition – the binary case. In practice, the partitions can
be assumed to be set by the architecture of the network and optimized during learning. The simple
way to choose partitions is to choose an interval on a regular grid. The other way is an irregular grid
optimized to the local smoothness of the function. This is the difference between fixed-knots splines
and free-knots splines.

I describe next a specific construction.
Here is how a linear combination of ReLUs creates a unit that is active if x1 ≤ x ≤ x2 and y0 ≤ y ≤ y1.

Since the ReLU activation t+ is a basis for piecewise linear splines, an approximation to an indicator
function (taking the value 1 or 0, with knots at x1, x1 + η, x2 x2 + η, ) for the interval between x1 and
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x2 can be synthesized using at most 4 units in one layer. A similar set of units creates an approximate
indicator function for the second input y. A set of 3 ReLU’s can then perform amin operations between
the x and the y indicator functions, thus creating an indicator function in two dimensions.

In greater detail, the argument is as follows: For any ϵ > 0, 0 ≤ x0 < x1 < 1, it is easy to construct
an ReLU network Rx0,x1

with 4 units as described above so that

∥χ[x0,x1) −R∥L2[0,1] ≤ ϵ.

We define another ReLU network with two inputs and 3 units by

ϕ(x1, x2) := (x1)+ − (−x1)+ − (x1 − x2)+ = min(x1, x2)

=
x1 + x2

2
+

|x1 − x2|
2

.

Then, with I = [x0, x1)× [y0, y1), we define a two layered network with 11 units total by

ΦI(x, y) = ϕ(Rx0,x1
(x), Ry0,y1

(y)).

Then it is not difficult to deduce that

∥χI − ΦI∥2L2([0,1]2) =

∫ 1

0

∫ 1

0

|min(χ[x0,x1)(x), χ[y0,y1)(y))−
min(Rx0,x1(x), Ry0,y1(y))|2dxdy ≤ cϵ2.

Notice that in this case dimensionality is n = 2; notice that in general the number of units is propor-
tional to kn which is of the same order as (n+k

k

) which is the number of parameters in a polynomial in
n variables of degree k. The layers we described compute the entries in the 2D table corresponding to
the bivariate function g. One node in the graph (there are n− 1 nodes in a binary tree with n inputs)
contains O(k2) units; the total number of units in the network is (n− 1)O(k2). This construction leads
to the following result (for the special case of a compositionally sparse function with a binary tree
function graph):
Lemma 2. Compositional functions on the unit cube with an associated binary tree graph structure and
constituent functions that are Lipschitz can be approximated by a deep network of ReLU units within accuracy
ϵ in the L2 norm with a number of units in the order of O((n− 1)Lϵ−2), where L is the max of the Lipschitz
constants among the constituent functions.

Of course, in the case of machine numbers – the integers – we can think of zero as a very small
positive number. In this case, the symmetric difference ratio ((x + ϵ)+ − (x − ϵ)+)/(2ϵ) is the hard
threshold sigmoidal function if ϵ is less than this smallest positive number. So, we have the indicator
function exactly as long as we stay away from 0. From here, one can construct a deep network as usual.

Notice that the number of partitions in each of two variables that are input to each node in the
graph is k = L

ϵ where L is the Lipschitz constant associated with the function g approximated by the
node. Here the role of smoothness is clear: the smaller L is, the smaller is the number of variables
in the approximating Boolean function. Notice that if g ∈W 2

1 , that is g has bounded first derivatives,
then g is Lipschitz. However, higher order smoothness beyond the bound on the first derivative cannot be
exploited by the network because of the non-smooth activation function6.

We conjecture that the construction above that performs piecewise constant approximation is qualitatively
similar to what deep networks may represent after training. Notice that the partitions we used correspond to
a uniform grid, set a priori, depending on global properties of the function, such as a Lipschitz bound.

6.9 Pruning
Empirically it seems that dense networks cannot learn convolution under L2 minimization but can
under L1 minimization. In particular, the possibility of learning CNN-like inductive bias from data and

6In the case of univariate approximation on the interval [−1, 1], piecewise linear functions with inter-knot spacing h gives an
accuracy of (h2/2)M , where M is the max absolute value of f ′′. So, a higher derivative does lead to better approximation : we
need

√
2M/ϵ units to give an approximation of ϵ. This is a saturation though. Even higher smoothness does not help.
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through training was investigated in [26]. It was shown that training using amodifiedL1 regularization
is a way to induce local masks for visual tasks. Consistent with this finding, pruning of a dense network
by using iterative magnitude pruning (IMP) on FCNs trained on a low resolution version of ImageNet
uncovers (see [27]) sub-networks characterized by local connectivity, especially in the first hidden
layer, and masks leading to local features with patterns very reminiscent of the ones of trained CNNs7.

This is similar to the following empirical result: enforcing sparsity during training leads to structures
characterized by locality. [28] studies the role of CNN-like inductive biases by embedding convolutional
architectures within the general FCN class. It shows that enforcing CNN-like features in an FCN can
improve performance even beyond that of its CNN counterpart. Finally, [29] show that by considering
a particular multilayer perceptron architecture, called MLP-mixer, some of the CNN features can be
learned from scratch using a large training dataset.

6.10 Transformers
6.10.1 K, Q, V

X ∈ RT,din ; Q = XWQ with WQ ∈ Rdin,dk ; K = XWK with WK ∈ Rdin,dk ; V = XWV with
WV ∈ Rdin,dout

Lemma 3. The matrix XWQW
T
KX

T ∈ RT,T can be a RIP matrix with appropriate choices ofWK ,WQ.

Notice that the standard formulation of the transformer layers can be written as
y = x+MLP (LayerNorm(x+Attention(LayerNorm(x)))

.
This implies that the sparsity function and the nonlinear association are intertwined – together

one stage in a multistage architecture. This may be ideal to represent compositional sparsity. There is
however a formulation with similar empirical performance (see PALM paper) which can be written as

y = x+MLP (LayerNorm(x)) +Attention(LayerNorm(x))

.

7 Transformers as associative memories
Consider AX = Y . The best A is given by

A = Y XT (XXT )−1. (10)
If (XXT )−1 ≈ I – which happens for noiselike X – then A = Y XT implying Ax = Y XTx. Typically
the dimensionality of the columns of X is large to allow for the noiselike property (and sparsity).

Transformers transform input matrices into output matrices of the same dimensionality for instance
a German sentence into a French one. In other words, functions implemented by self-attention map
from RT,d to itself, so that instances from this function class can be composed. This is important for
compositionality in compositional sparsity. It is also important in the use of transformers a sequence of
associations from an input x′ to an output x” which is then used for another association. x′ could be a
sentence with a missing word and x” its completion.

The idea of associative memory is consistent with the interpretation of the self-attention layer as a
learned, differentiable lookup table. The Q,K, and V are described as “queries,” “keys,” and “values”
respectively, which seem to invoke such an interpretation. Consider only one attentional head. Each
object or token xi has a query Q(xi) that it will use to test “compatibility” with the keyK(xj) of each
object xj . Compatibility of xi with xj is defined by the inner productQ(xi),K(xj); if this inner product
is high, then xi ’s query matches xj key and so we look up xjs value V (xj). We construct then a soft
lookup of values compatible with xi’s key: we sum up the value of each object xj proportional to the
compatibility of xi with xj .

7Deeper layers are made up of these local features with larger receptive fields hinting at the hierarchical structure found in
CNNs. Pruning induces locality also beyond the first hidden layer. Their remark "These results highlight the role of the task in
shaping the properties of the network obtained by pruning: only for the task that the network can efficiently learn, and not just
memorize, local features emerge..." is consistent with our hypothesis of compositional sparsity of the underlying task, in this
case a visual task.
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8 Generalization bounds for Sparse Networks
8.1 Convolutional networks with local kernel
The classical bounds are for generic deep networks. In such a general case, ρ in those bounds is the
product of the Frobenius norms of all the weight matrices. For convolutional networks the weight
matrices are Toeplitz matrices. This gives large bounds.

Here we show that the bound on the Rademacher complexity can be reduced by exploiting two
typical properties of CNNs: a) the locality of the convolutional kernels and b) shared weights. They
allow us to use only the norm of the kernels in the calculation of ρk instead of the norm of the
corresponding Toeplitz matrix. In this section we give an outline of the results with more precise
statements and proofs to be published later.

We start by considering the simple situation of non-overlapping convolutional patches. In other
words, the stride of the convolution is equal to the size of the kernel in each layer. This means that in
the associated Toeplitz matrix the non-zero components in each row do not overlap with the non-zero
components of the row above or the one below. In other words, if K is the number of patches, ℓ is
the size of each patch and x ∈ Rd, then d = Kℓ. Notice that the standard bounds give a Rademacher
complexity proportional to the product of the Frobenius norms of each weight matrix ∥W∥ time the
norm of ∥x∥, where ∥W∥ ∝

√
kM , whereM is the norm of the kernel.

In [11] we describe generic bounds on the Rademacher complexity of deep neural networks. In
these cases, ρmeasures the product of the Frobenius norms of the network’s weight matrices in each
layer. For convolutional networks, however, the operation in each layer is computed with a kernel,
described by the vector w, that acts on each patch of the input separately. Therefore, a convolutional
layer is represented by a Toeplitz matrixW , whose blocks are each given by w. In this section (from
[11]) we provide an informal analysis of the Rademacher complexity, showing that it can be reduced
by exploiting mainly the first one of the two properties of convolutional layers: (a) the locality of the
convolutional kernels that is the sparsity of the associated Toeplitz matrix and (b) weight sharing.
These properties allow us to bound the Rademacher complexity by taking the products of the norms of
the kernel w instead of the norm of the associated Toeplitz matrixW . Here we outline the results with
more precise statements and proofs to be published separately.

We consider the case of 1-dimensional convolutional networks with non-overlapping patches
and one channel per layer. For simplicity, we assume that the input of the network lies in Rd, with
d = 2L and the stride and the kernel of each layer are 2. The analysis can be easily extended to
kernels of different sizes. This means that the network h(x) can be represented as a binary tree,
where the output neuron is computed asWL · σ(vL1 (x), vL2 (x)), vL1 (x) = WL−1 · σ(vL−1

1 (x), vL−1
2 (x))

and vL2 (x) = WL−1 · σ(vL−1
3 (x), vL−1

4 (x)) and so on. This means that we can write the i’th row of
the Toeplitz matrix of the l’th layer (0, . . . , 0,−W l−, 0 . . . , 0), whereW l appears on the 2i − 1 and 2i

coordinates. We define a setH of neural networks of this form, where each layer is followed by a ReLU
activation function and∏L

l=1W
l ≤ ρ.

Theorem 11. Let H be the set of binary-tree structured neural networks over Rd, with d = 2L for some natural
number L. Let X = {x1, . . . , xm} ⊂ Rd be a set of samples. Then,

RX(H) ≤
2Lρ

√∑m
i=1 ∥xi∥2
m

(11)

Proof sketch. First we rewrite the Rademacher complexity in the following manner:

RX (H) = Eϵ sup
h∈H

| 1
m

m∑
i=1

ϵi · h(xi)|

= Eϵ sup
h∈H

1

m
|

m∑
i=1

ϵi ·WL · σ(v1(x), v2(x))|

= Eϵ sup
h∈H

1

m

√√√√|
m∑
i=1

ϵi ·WL · σ(v1(x), v2(x))|2

(12)
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Next, by the proof of Lem. 1 in [30], we obtain that

RX (H) ≤ 2Eϵ sup
h∈H

1

m

√√√√∥WL∥2 · ∥
m∑
i=1

ϵi(v1(x), v2(x))∥2

= Eϵ sup
h∈H

1

m

√√√√∥WL∥2 ·
2∑

j=1

∥
m∑
i=1

ϵivj(xi)∥2

(13)

By applying this peeling process L times, we obtain the following inequality:

RX (H) ≤ 2L−1Eϵ sup
h∈H

1

m

√√√√ L∏
l=1

∥W l∥2 ·
d∑

j=1

∥
m∑
i=1

ϵixij∥2

= 2L−1Eϵ sup
h∈H

1

m

√√√√ L∏
l=1

∥W l∥2 · ∥
m∑
i=1

ϵixi∥2

≤
2L−1ρEϵ∥

∑m
i=1 ϵixi∥

m

≤
2L−1ρ

√∑m
i=1 ∥xi∥2

m

(14)

where the factor 2L−1 is obtained because the last layer is linear (see [31]). We note that a better bound
can achieved when using the reduction introduced in [30] which would give a factor of

√
2 log(2)L+ 1

instead of 2L−1.

One-layer convolutional classifier Consider a ReLU convolutional classifier with k patches. R̂m, in
the standard bounds would be

R̂m ≤ BX

where B is the Frobenius norm of the Toeplitz matrix with k rows, each row consisting of the kernel w.
Thus B =

√
K∥w∥ and X = ∥x∥.

Our calculation gives with x1 representing the first patch of x and xK the last one:

R̂m ≤
√

∥w∥2∥x1 + · · ·+ xK∥2 =
√
∥w∥2∥x∥2 = ∥w∥∥x∥.

instead of the general bound usually referred which is

R̂m ≤ ∥W∥∥x∥ =
√
k∥w∥∥x∥

Multi-layer convolutional classifier The Rademacher complexity of a feed-forward neural network
can be bounded recursively by considering each layer at a time. A bound that can be used for the recur-
sion is given by the following proposition (see [31, 30]), that expresses the Rademacher complexities
at the outputs of one layer in terms of the outputs at the previous layers.
Lemma 4. Let H be a class of functions from Rd to R. Let σ : R → R be the ReLU function which is 1-
Lipschitz and define H′ :=

{
x ∈ Rd → σ

(∑k
j=1 wjhj(x)

)
∈ R : ∥w∥2 ≤M,h1, . . . , hk ∈ H

}
. Then, for

any x1, . . . , xm ∈ Rd

R (H′ ◦ {x1, . . . , xm}) ≤ 2MR (H ◦ {x1, . . . , xm}) .

We apply now the Lemma to the class of L-depth ReLU real-valued CNN, with each layer’s kernel
wd with norm at mostMd.
Theorem 12. (informal) The Rademacher complexity of a convolutional deep net with RELUs in all d layers
but the last linear one and with non-overlapping convolutional patches can be bounded as

ˆ

Rm(Hd) ≤ (
√

2 log(2)L+ 1)

L∏
j=1

Mj∥x∥ (15)
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Proof sketch. Each hdk ∈ H⌈ (k = 1, · · · , Q is a ReLU classifier inputs from patch j of the layer below.
Patch k in layer d− 1 can be written as a vector vk consisting of ℓ classifiers vk = hd−1

k·1 , h
d−1
k·2 , · · · , h

d−1
k·ℓ .

Then hdk = σ(w · vk). Notice that because of our assumption of non-overlapping patches the number of
units in layer d− 1 is ℓ times the number of units in layer d. Then

R̂m (Hd) = Eϵ sup
hi∈Hd

1

m

m∑
i=1

ϵihi = Eϵ sup
hi∈Hd−1w:∥w∥≤M

1

m

m∑
i=1

ϵiw · (
∑
k

vk), (16)

can be upper bounded as follows

R̂m (Hd) ≤ 2MdEϵ sup
h∈Hd

∥ 1

m

m∑
i=1

ϵi(
∑
k

(vk)i)∥ ≤ 1

m

√
(w · (

∑
k

vk)2 =
1

m

√
(w · (

∑
k

vk)2 = 2MdR̂m (Hd−1) ,

(17)
because (∑k vk)

2 =
∑

k v
2
k since the various patches are zero-mean and uncorrelated.

Continuing the peeling we obtain

ˆRm(HL) ≤ 2L−1ML ·ML−1 · · ·M1∥x∥, (18)

where the factor 2L−1 is obtained because the last layer is linear (see [31]). To this result we can further
apply the reduction used by [30] to finally obtain the result.

One ends up with a bound scaling as the product of the norms of the kernel at each layer. The
constants may change depending on the architecture, the number of patches, the size of the patches
and their overlap.

Thus one ends up with a bound scaling as the product of the norms of the kernel at each layer. The
constants may change depending on the architecture, the number of patches, the size of the patches
and their overlap.

This special non-overlapping case can be extended to the general convolutional case. In fact a proof
of the following conjecture will be provided in [32]
Conjecture 5. If a convolutional layer has overlaps among its patches then the bound

ˆRm(HL) ≤ 2L−1ML ·ML−1 · · ·M1∥x∥

holds with ∥x∥ replaced by

∥x∥
√

K

K −O
,

whereK is the size of the kernel (number of components) and O is the size of the overlap.

Sketch proof Call P the number of patches and O the overlap. With no overlap then PK = D where
D is the dimensionality of the input to the layer. In general P = D−O

K−O . It follows that a layer with the
most overlap can add at most < ∥x∥

√
K to the bound. Notice that we assume that each component of

xi averaged across iwill have norm
√

1
d .
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