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1. Abstract. Generalized linear models (GLM) are powerful tools for identifying dependence in spiking
populations of neurons, both over time and within the population Paninski (2004). The GLM identifies these
dependencies by modeling spiking patterns through a linear regression and an appropriately-selected link function
and likelihood. This regression setup is appealing for its simplicity, the wide variety of available priors, the
potential for interpretability, and its computational efficiency. However, the GLM suffers from at least three
notable deficiencies. First, the model is linear up to the link function, which only allows a limited range of
response maps from neural spiking histories. Second, the model’s parameters are fixed over time, while neural
responses may vary due to processes that are exogenous to the population. Third, the generalized linear model
presupposes a characteristic time scale for all dynamics, when there may be multiple, varying time scales of neural
activity in a given population.

Here we seek to address these deficiencies via a switching variant of the generalized linear model. A switching
system is one that evolves through a set of discrete states over time, with each state exhibiting its own low-
level dynamics. For example, the latent state of a hidden Markov model (HMM) can be used to determine the
parameters of an autoregressive (AR) process. These HMM-AR models can be used to identify common patterns
of linear dependence that vary over time. Bayesian nonparametric versions of HMM-AR models extend these
ideas to allow for an infinite number of such patterns to exist a priori, and semi-Markov variants allow the
different states to have idiosyncratic duration distributions. Here we develop GLM variants of these switching AR
processes and specialize them for neural spiking data. In particular, we exploit recent data augmentation schemes
for negative binomial likelihood functions Pillow and Scott (2012) to make inference tractable in HDP-HSMM-AR
models with count-based observations.

2. Models. The fundamental building block of our spike train models is a hidden Markov model (HMM)
consisting of K latent states, an initial state distribution π, and a stochastic transition matrix A ∈ [0, 1]K×K .
The probability of transitioning from state k to state k′ is given by entry Ak,k′ . The latent state in the t-th time
bin is given by zt ∈ {1, . . . ,K}. We observe a sequence of vectors st ∈ NN where sn,t specifies the number of
spikes emitted by the n-th neuron during the t-th time bin.

To model autoregressive structure in the spike train, we model the spike count vectors xt as arising from an
autoregressive negative binomial model. The expected number of spikes is a weighted function of recent spike
count vectors. Specifically, let

ψn ∼ N (µψ, σ
2
ψI), µψ = Xw(k)

n ,(1)

where X ∈ RT×B is a matrix of given regressors and w
(k)
n ∈ RB is a vector of weights specific to neuron n and

the k-th latent state. Typically the regressors include the filtered spike history and externally applied stimuli,
allowing the weights to be interpreted as “functional interaction” strengths and stimulus response functions.

Let W (k) = {w(k)
1 , . . . ,w

(k)
N } denote the set of all weight vectors for state k. This model allows the weights to

vary over time with the latent state of the population.
Together these specify a joint probability distribution,

p({st, zt}Tt=1 |π,A, {W
(k)}Kk=1,X, ξ, σ2

ψ) = p(z1 |π)

T∏
t=2

p(zt | zt−1,A)

T∏
t=1

p(st | zt, {W (k)}Kk=1,X, ξ, σ2
ψ),

p(z1 |π) = Multinomial(z1 |π), p(zt | zt−1,A) = Multinomial(zt |Azt−1,:),
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Fig 1: A sample of five inferred latent states in a 9 minute recording of hippocampal place cells from a rat exploring a
circular arena. The spike counts are modeled as negative binomial distributed with parameters that depend upon previous
spike history. The top row shows the distribution of locations of the rat corresponding to each of the inferred states. The
bottom row shows the functional network of interaction weights ( ||W (k)||1, a 38×38 matrix) corresponding to each latent
state.

and

p(ψt | zt,X, {W (k)}Kk=1) =

N∏
n=1

N (ψn,t |Xw(zt)
n , σ2

ψ),

p(st |ψt, ξ) =

N∏
n=1

NegBin(sn,t | ξ, σ(ψn,t)),

where σ(·) denotes the logistic function. We use a hierarchical Dirichlet process (HDP) as a prior distribution
on the rows of the transition matrix, thereby allowing for nonparametric inference of the number of states.
Additionally, we consider a hidden semi-Markov model (HSMM). In a standard HMM, the amount of time spent
in state k is geometrically distributed as a function of Ak,k. In many real-world examples, however, the state
durations may follow more interesting distributions. As with the HMM, we can also derive a nonparametric
extension called the HDP-HSMM with similarly efficient inference algorithms.

3. Results. We applied the switching GLM to a 9 minute recording of hippocampal place cells from a rat
exploring a circular arena 1 meter in diameter, courtesy of Prof. Matthew Wilson’s lab at MIT. 38 neurons are
identified, and spikes are counted in 250ms time bins. We used the previous four bins (1 second) of spike history
as regressors. Thus, the weights of the model can be interpreted as interaction weights between pairs of neurons.
Figure 1 shows five of the inferred latent states, the spatial location of the rat while in each inferred state, and
the N ×N network of interaction weights for each pair of neuron. To reduce the regression weights to a scalar,
we take the L1 norm of the weight vector for each functional weight vector. In this case, we have inferred that
the spike counts are well-modeled by latent states that correspond to different networks of functional interaction
in the different regions of the arena. In future work, we hope to delve into these latent states in more detail and
identify the properties that differentiate one state from another.
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